PREDICTION OF GREENHOUSE MICRO-CLIMATE USING ARTIFICIAL NEURAL NETWORK
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Abstract. The aim of this study is to develop an Artificial Neural Network (ANN) model for prediction of one day ahead mean air temperature and relative humidity of greenhouse located in the sub-humid sub-tropical regions of India. The adequacy of back propagation neural network to model the inside temperature and humidity of a production greenhouse as a function of micro-climatic parameters including temperature, relative humidity, wind speed, and solar radiation was addressed. Micro-climatic data of greenhouse and outside were collected on daily basis and used for analysis of best fit ANN model. After the network structure and parameters were determined reasonably, the network was trained. The activation functions were respectively the hyperbolic tangent in the hidden layer and the linear function in the output layer. The Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Correlation Coefficient were chosen as the statistical criteria for measuring of the network performance. A comparison was made between measured and predicted values of temperature and relative humidity, and the results showed that the BP neural network (for network (6-4-2) model given a best prediction for inside temperature and relative humidity. Statistical analysis of output shows that, the RMSE and Mean Absolute Error (MAE) between the measured and predicted temperature was 0.711 °C and 0.558 °C, and the relative humidity RMSE and MAE was 2.514% and 1.976% which can satisfy with the demand of greenhouse climate control.
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Introduction

Prediction of temperature and relative humidity under the greenhouse is a complex process and a challenging task for researchers. The inside temperature and relative humidity of the greenhouse is one of the key parameters that directly influence the crop production. Prediction of ambient temperature can be useful in the thermal analysis of greenhouse enabling heating and cooling load calculations. The prediction and control of temperature and relative humidity is also important to maintain other micro climatic parameters at acceptable level, for reducing plant stress, checking growth of harmful organisms and to improve heating system. The greenhouse microclimate is a typical complicated nonlinear system, which provides plants with good environmental conditions for growing. ANN models have been applied in controlled environments like greenhouse and glasshouse to predict micro-climatic parameters such as temperature, relative humidity etc. (He and Ma, 2010; Seginer et al., 1994; Seginer, 1997; Linker and Seginer, 2004; Parsons, 2009). ANN does not require any prior knowledge of the system under consideration and are well suited to model dynamical systems on a real time basis. It is, therefore, possible to set up systems so that they would adapt to the events which are observed and for this, it is useful in real time analyses, e.g., weather forecasting, different fields of predictions, etc. (Devi et al., 2012). ANN provides a methodology for solving many types of non-linear problems that are difficult to solve by traditional techniques. ANN has capability to extract the relationship between the...
inputs and outputs of a process. Thus, these properties of ANN are well suited to the problem of weather forecasting under consideration (Ahmad et al., 2014). Its applications are numerous in various fields including engineering, management, health, biology and even social sciences (Diaz et al., 2001; Imran et al., 2002; Topalli and Erkmen, 2003; Islamoglu, 2003; Gwo-Ching et al., 2004; Yalcinoz and Eminoglu, 2005; Lauret et al., 2008; Jassar et al., 2009).

Frausto, and Pieters (2004) and Linker and Seginer (2004) trained a neural network using experimental data to model the internal temperature of greenhouse and they found that ANN model has great potential to predict the temperature under the greenhouse with very less degree of error. Behrang et al. (2010) developed Multi-layer perceptron (MLP) and radial basis function (RBF) neural networks for daily global solar radiation prediction. They considered various meteorological variables including Daily mean air temperature, relative humidity, sunshine hours, evaporation, and wind speed values between 2002 and 2006 for Dezful city in Iran. The results of comparison between ANN and other prediction methods showed ANN suitability in prediction due to less Mean Absolute Percentage Error (MAPE). Imran et al. (2002) used ANN for the prediction of hourly mean values of ambient temperature 24 h in advance. This neural network is trained off-line using back propagation and batch learning scheme. The trained neural network is successfully tested on temperatures for years other than the one used for training. It requires one temperature value as input to predict the temperature for the following day for the same hour.

The aim of this study is to develop an Artificial Neural Network (ANN) model to predict greenhouse mean temperature and relative humidity in one day advance using inputs as maximum and minimum temperature (T) and relative humidity (RH) of greenhouse, outside average wind speed (WS) and solar radiation (RS).

Materials and Methods

Experimental Greenhouse

The experimental sawtooth shape naturally ventilated greenhouse (N-S oriented) cladded with 200μ diffused (PAR transmissivity of 90% and 42% diffusivity) film was fabricated and installed at the Field Water Management Laboratory of Agricultural and Food Engineering Department, Indian Institute of Technology Kharagpur, India (Figure 1).

Micro-climatic parameters such as temperature, relative humidity and solar radiation under greenhouse and outside were recorded and analyzed. Automatic weather station of M/S Campbell Scientific, Canada comprising a data-logger (model CR1000) and sensors were installed in the greenhouse to monitor air temperatures & relative humidity (model HMP 45 C), global radiation and Photosynthetically Active Radiation (SPLITÉ and PARLITE of Kipp and Zonen). The outside micro-climatic parameters such as temperature, solar radiation and wind speed were recorded manually using handheld instruments.

Data and Methodology

In this study, the daily micro climatic data of greenhouse and outside conditions for the years 2011- 2015 were used to train and test the model for prediction of one day ahead greenhouse mean temperature and relative humidity. The inputs for model were
maximum and minimum temperature (T), and relative humidity (RH) of greenhouse, outside average wind speed (WS) and solar radiation (RS) however outputs were one day ahead greenhouse mean temperature and relative humidity. Neural networks generally provide improved performance with the normalized data. The use of original data as input to neural network may cause a convergence problem (Khan and Ondrusek, 2000). All the weather data sets were therefore transformed into values between -1 and 1 through dividing the difference of actual and minimum values by the difference of maximum and minimum values (Litta et al., 2013). At the end of algorithm, outputs were denormalized into the original data format for achieving the desired result. After pre-processing of data set in desired time lag format, three different data sets were extracted from the input and target data for training, validation and test phase. Training set consists of 60 percent of data to build the model and determine the parameters such as weights and activation function, validation data set includes 15 percent to measure the performance of network by holding constant parameters. Finally, 25 percent of data is used to increase the robustness of model in the test phase. Analysis of daily temperature and relative humidity data of greenhouse is presented in Figure 2 and 3 respectively. It can be seen from Figure 2, the maximum and minimum temperature of greenhouse varies from 45.5 °C to 18 °C and 32 °C to 6 °C respectively whereas the mean temperature varies from 37 °C to 12 °C. Daily mean relative humidity of greenhouse varies from 84% to 31%. Outside daily solar radiation and wind speed data is presented in Figure 4.
Figure 2. Maximum, minimum and mean temperature of greenhouse

Figure 3. Maximum, minimum and mean relative humidity of greenhouse

Figure 4. Outside daily solar radiation and wind speed experimental data
Determination of Neural Network Structure

Experimental data were used to determine the optimal ANN structure and simulations were carried out using Neurosolutions software developed by Neuro Dimensions Inc. of Florida. In order to determine the optimal network architecture, various network architectures were designed; the number of neurons in the hidden layer and transfer functions in hidden/output layer was changed. Based on the Kosmogorov approaching theory, the BP neural network with a single hidden layer including a sufficient number of neurons can approximate any function with the desired accuracy; the neural network with only one hidden layer was chosen (He et al., 2007; Said, 1992; Imran et al., 2002). According to the factors affecting the greenhouse micro-climate, the network input layer neuron was set as 6. The output layer neuron was 2. For the determination of number of neurons in the hidden layer, we chosen different number of neurons of hidden layer to try after inputting the same training and validating data. For each network RMSE, MAE and $R^2$ values of the outputs were calculated and compared. Table 1 was the error comparison of different ANN structure. When the number of neurons in hidden layer was 4, the network output error was smallest, which showed the network structure was better. According to analysis, the neural network model was 3 layers BP neural network with the structure of 6-4-2. A typical architecture of ANN model showing inputs and output of this study is presented in Figure 5. The learning rate $\eta$ is taken to be 0.9.

Training of the Network

Training of the network was performed using Levenberg–Marquardt feed-forward back propagation algorithms. It is the fastest and ensures the best convergence to a minimum of mean square error (MSE) for function approximation problems (Sahai et al., 2000, 2003). The flow chart of ANN prediction system is presented in Figure 6. Then, the ANN models were tested and the results were compared by means of correlation coefficient and root mean square error (RMSE) statistics. The best suited network was selected based on the minimized
values of root mean square error (RMSE), and the maximum value of correlation coefficient (CC). Root Mean Square Error (RMSE), Mean Absolute Error (MAE), $R^2$ and correlation coefficient statistics were used to measure the performance of the models.

![Figure 6. Flowchart of prediction system](image)

Let $x_i (i = 1, 2, \ldots n)$ are inputs and $w_i (i = 1, 2, \ldots n)$ are respective weights. The net input to the node can be expressed as *Equation 1*:

$$net = \sum_{i=1}^{n} x_i w_i$$  \hspace{1cm} (Eq.1)

The net input is then passed through an activation function $f(.)$ and the output $y$ of the node is computed as $y = f(net)$.

A three-layer structure (one input layer, one hidden layer, and one output layer) was selected with hyperbolic tangent (tanh) transfer function for hidden layer and linear transfer function for output layer. Therefore, an ANN with 6 inputs, $h$ hidden neurons and two output units defines a nonlinear parameterized mapping from an input $x$ to an output $y$ given by the following relationship (*Equation 2*):

$$y = y(x, w) = \sum_{j=0}^{h} \left[ w_j \cdot f \left( \sum_{i=0}^{6} w_{ji} x_i \right) \right]$$  \hspace{1cm} (Eq.2)
There are two main steps to obtain the ANN optimal model: The learning phase and the generalization phase. During the learning phase, the ANN is trained using a training dataset of N inputs and output.

The vector \( x \) contains samples of each of the six input variables. The variable \( t \), also called the target variable, is the corresponding measurement of the temperatures. This phase consist of adjusting \( w \) so as to minimize an error function \( J \), which is usually the sum of square errors between the experimental output \( t_i \) and the ANN model output, \( y = y(x_i; w) \) (Equation 3):

$$
J(w) = \frac{1}{2} \sum_{i=1}^{N} (y_i - t_i)^2 = \frac{1}{2} \sum_{i=1}^{N} e^2
$$
(Eq.3)

The second phase is the generalization phase. It consists of evaluating the ability of the ANN model to replicate the observed phenomenon, that is, to give correct outputs when it is confronted with examples that were not seen during the training phase.

The performance measure is usually given by the linear correlation coefficient (\( r \)), coefficient of determination (\( R^2 \)), mean absolute error (\( MAE \)) and root mean square error (\( RMSE \)) (Equation 4, 5, 6, and 7):

$$
r = \frac{n \sum \hat{y}y - (\sum \hat{y})(\sum y)}{\sqrt{n(\sum \hat{y}^2) - (\sum \hat{y})^2 \sqrt{n(\sum y^2) - (\sum y)^2}}}
$$
(Eq.4)

$$
R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y})^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}
$$
(Eq.5)

$$
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|
$$
(Eq.6)

$$
RMSE = \sqrt{\frac{\sum_{i=1}^{n} [(\hat{y}_i - y_i)^2]}{n}}
$$
(Eq.7)

Where, \( \hat{y} \) is predicted value, \( y \) is measure value, \( \bar{y} \) is the mean of measured variables and \( n \) is the number of samples.

**Results and Discussion**

The ANN model was trained using the daily micro-climatic data of the years 2011–2014, and the trained model was then tested with the daily micro-climatic data of the year 2015. This process was begun with a network which had 3 neurons in its hidden layer, and repeated, increasing the number of neurons up to 10. The calculated Root Mean Squared Error (RMSE), Mean absolute Error (MAE) and fraction of variance (\( R^2 \))
values of the errors of the ANN forecasted daily mean temperatures and relative humidity are listed in Table 1, for each network. The LM algorithm with 4 neurons in the hidden layer for network (6-4-2) has produced the best results, and it is used for generating the graphical outputs.

Mean square error (MSE) during training and cross validation period is presented in Figure 7. The back propagation Training-Error graph explains that the error is high when the iteration is less and vice versa. In the graph mentioned in Figure 7, it explains that when the iteration count is below 400 the training MSE is greater and when the count reaches 600 the error is minimum and constant till 1000 iteration. This results that for more accurate results, the iteration count should be high.

![Figure 7. Convergence of error (MSE) with Epoch during training and cross validation](image)

Figure 8 and Figure 9 are the comparison curves between measured and predicted values of the inside temperature and relative humidity. Figure 10 and Figure 11 were the fit curves between measured and predicted inside temperature and relative humidity. From the results shown in Figure 8 and Figure 9 it is observed that the predicted values are in good agreement with measured values and the predicted error is very less. The predictions of greenhouse temperature and relative humidity results simulated using the developed ANN model were strongly correlated with the experimental data. Therefore the proposed MLP Back Propagation Neural Network model with the developed structure can perform good prediction with least error.

By utilizing the RMSE algorithm to analyze the values, the RMSE and Mean absolute Error (MAE) between the measured and predicted temperature was 0.711 °C and 0.558 °C respectively, and between the measured and predicted relative humidity it was 2.514% and 1.976%, which illuminated the neural network model had the ability to predict the inside mean temperature. The coefficient of determination ($R^2$) obtained from the regression line between the measured and predicted temperature and relative humidity was found to be 0.980 and 0.967 respectively. The results demonstrated the neural network model can predict the change of micro-climate of greenhouse accurately. It is clear from test result that the higher values of correlation coefficients (0.989 and 0.974 for temperature and relative humidity respectively) and lower values of root mean square error suggests the applicability of ANN model for prediction of greenhouse mean temperature and relative humidity.
Table 1. Variation of RMSE, MAE and $R^2$ values with number of hidden neurons in test phase

<table>
<thead>
<tr>
<th>Hidden layer neurons</th>
<th>ANN structure</th>
<th>RMSE</th>
<th>MAE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature ($^\circ$C)</td>
<td>R. H. (%)</td>
<td>Temperature ($^\circ$C)</td>
<td>R. H. (%)</td>
</tr>
<tr>
<td>3</td>
<td>6-3-2</td>
<td>0.7189</td>
<td>2.528</td>
<td>0.573</td>
</tr>
<tr>
<td>4</td>
<td>6-4-2</td>
<td>0.7111</td>
<td>2.514</td>
<td>0.558</td>
</tr>
<tr>
<td>5</td>
<td>6-5-2</td>
<td>0.7145</td>
<td>2.537</td>
<td>0.564</td>
</tr>
<tr>
<td>6</td>
<td>6-6-2</td>
<td>0.7231</td>
<td>2.529</td>
<td>0.592</td>
</tr>
<tr>
<td>7</td>
<td>6-7-2</td>
<td>0.7211</td>
<td>2.561</td>
<td>0.576</td>
</tr>
<tr>
<td>8</td>
<td>6-8-2</td>
<td>0.7119</td>
<td>2.582</td>
<td>0.568</td>
</tr>
<tr>
<td>9</td>
<td>6-9-2</td>
<td>0.7213</td>
<td>2.584</td>
<td>0.597</td>
</tr>
<tr>
<td>10</td>
<td>6-10-2</td>
<td>0.7293</td>
<td>2.579</td>
<td>0.599</td>
</tr>
</tbody>
</table>

Figure 8. Comparison between one day ahead measured and predicted mean temperature of greenhouse for ANN structure 6-4-2
Figure 9. Comparison between one day ahead measured and predicted relative humidity of greenhouse for ANN structure 6-4-2

Figure 10. The relationship between measured and predicted mean temperature for ANN structure 6-4-2

Figure 11. The relationship between measured and predicted relative humidity for ANN structure 6-4-2

Conclusions

The present study discusses the application and usefulness of artificial neural network based modeling approach in predicating the greenhouse mean temperature and relative humidity. This approach is able to determine the nonlinear relationship that exists between the micro-climatic data (temperature, humidity, wind speed and solar radiation) supplied to the system during the training phase and on that basis, make a prediction of what the temperature and humidity would be in future. A 3-layered neural network is designed and trained with the existing dataset and obtained a relationship between the existing non-linear parameters of micro-climate. Now the trained neural network can predict the future temperature with less error. After 1000 epochs, the Artificial Neural Network has been found to produce a forecast with small prediction error. The study, therefore, establishes that the NN structure with 4 hidden neurons in single layer is the best predictive model over the other structures.

RMSE and MAE statistical indicators showed small values that demonstrates the correct behavior of the developed forecasting models. The values of the correlation coefficient demonstrate the good agreement between predicted and measured values between temperature and humidity.

This study also concludes that a combination of minimum and maximum greenhouse air temperature and relative humidity and outside wind speed and solar radiation provides better performance in predicting the greenhouse temperature and relative humidity for next day. The results are quite encouraging and suggest the usefulness of artificial neural network based modeling technique in accurate prediction of the temperature and relative humidity in the greenhouse.
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